
PODSTAWY 
NAUKI O DANYCH
Aproksymacja średniokwadratowa



Organizacja danych

– liczba rekordów/par 

    wejście-wyjście 

wejście wyjście

S – liczba atrybutów/wejść/cech

wiersz lub kolumna/rekord/obserwacja 

              – zmierzona instancja powiązanych informacji



Regresja

■ Przykład 1: model liniowy

■ Przykład 2: model „liniowy”

PKB na osobę

poczucie

szczęścia

model

wektor 

wartości wejściowych

„predykcja (odgadnięcie)” 

wartości wyjściowej

Dane 

pomiarowe



Organizacja wyników obliczeń

– ogólny opis obliczeń 

   czyli algorytm predykcji

Predykcje modelu dla całego zbioru danych

Poprawne „odpowiedzi” ze zbioru danych 

– wartości zadane

Błąd predykcji:

– wektor parametrów modelu

Błędy predykcji

Model

Predykcja modelu dla i – tej obserwacji



Wyznaczenie parametrów modelu

■ Dane: ■ Szukane:– pomiary

– postać modelu – wartości parametrów modelu

Kryterium jakości:

np.



Wyznaczenie parametrów modelu

■ Dane: ■ Szukane:– pomiary

– postać modelu – wartości parametrów modelu

Kryterium jakości modelu:

np.



Wyznaczenie parametrów modelu
Estymacja?, aproksymacja?

■ Rozwiązanie: dla ustalonego zbioru danych

numerycznie analitycznie



ANALITYCZNIE 

VS         

NUMERYCZNIE



■ Analityczne rozwiązanie

– jest przedstawione w postaci jawnej (wzór matematyczny) i jest dokładne

■ Numeryczne rozwiązanie

– ma postać algorytmu składającego się z kolejnych iteracji procesu 

obliczeń, generującego coraz dokładniejsze przybliżenia rozwiązania

analitycznie
numerycznie



Przykład zadania obliczeniowego

analitycznie
numerycznie



Przykład zadania obliczeniowego



Prompt do matematyki o rozwiązanie równania

Prompt do matematyki o optimum funkcji





Dopasowanie modelu do danych
 

Metoda najmniejszych kwadratów (ang. Least Squares method)

Dane

Jakość modelu

Model

uczenie



Rozwiązanie analityczne czy numeryczne?

nieciągła

optymalizacja numeryczna 

nieróżniczkowalna

zbyt skomplikowana

Jestem w stanie policzyć pochodne 

                            i rozwiązać układ

analitycznie

układ równań zbyt skomplikowany

optymalizacja numeryczna 

optymalizacja numeryczna 

numerycznie układ równań 



- inne wektory kolumnowe- wektor kolumnowy

- macierz

Wybrane reguły „gradientowania”



Rozwiązanie analityczne

Równania normalne 

Metody Najmniejszych Kwadratów 

(ang. Least-Squares method)



Czy to zawsze dobrze działa?
Założenia stojące u podstaw metody

– zakłócenia 

– niezaburzone wyjście 

– opis nakładania się zakłóceń (złośliwy hohlik) 

niezależne 1.

2. addytywne

3. symetryczne względem zera

4. mają określoną skalę

Proces

Model 

Ocena



Uogólnione modele liniowe

■  

■  

…

uogólniony model liniowy 

(ang. generalized linear model)



Uogólnione modele liniowe

■ Wyzwanie (ang. challenge) – czy da się nauczyć te modele metodą MNK?

a)   

b)    

c)    



Wiele wyjść

…
 

…
 

…
 

…
 

…
 …

 



Predykcja – częsty błąd

pomiar

czas

predykcja

tak to się robi

Jak zbudowana jest macierz X ?

ten model na ogół nie ma sensu

predykcja
czas pomiar



Model odniesienia / model naiwny

■ Współczynnik determinacji
– model docelowy 

– model odniesienia 

sum of squared errors

total sum of squares coefficient of determination




	Slajd 1: Podstawy  nauki o danych
	Slajd 2: Organizacja danych
	Slajd 3: Regresja
	Slajd 4: Organizacja wyników obliczeń
	Slajd 5: Wyznaczenie parametrów modelu
	Slajd 6: Wyznaczenie parametrów modelu
	Slajd 7: Wyznaczenie parametrów modelu Estymacja?, aproksymacja?
	Slajd 8: Analitycznie  vs           numerycznie
	Slajd 9
	Slajd 10: Przykład zadania obliczeniowego
	Slajd 11: Przykład zadania obliczeniowego
	Slajd 12
	Slajd 13
	Slajd 14: Dopasowanie modelu do danych   Metoda najmniejszych kwadratów (ang. Least Squares method)
	Slajd 15: Rozwiązanie analityczne czy numeryczne?
	Slajd 16: Wybrane reguły „gradientowania”
	Slajd 17: Rozwiązanie analityczne
	Slajd 18: Czy to zawsze dobrze działa? Założenia stojące u podstaw metody 
	Slajd 19: Uogólnione modele liniowe
	Slajd 20: Uogólnione modele liniowe
	Slajd 21: Wiele wyjść
	Slajd 22: Predykcja – częsty błąd
	Slajd 23: Model odniesienia / model naiwny
	Slajd 24

