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~ Metoda maksymalnej wiarygodnosci
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Przypominajka statystyczna -
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p(X;0) - rozktad zmiennej losowej X, ktdrego parametrem jest 6

170 4

zZwro¢ uwage na te réznice
160 1

(X, @) - rozktad taczny dwoch zmiennych losowych X oraz ¢

150 4

ang. joint probability distribution
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waga

: : : : p(X,0) = p(8, X)
p(X|0) - rozktad warunkowy zmiennej losowej X pod warunkiem ¢

ang. conditional PDF

p(0|X) - rozktad warunkowy zmiennej losowej ¢ pod warunkiem X

PDF - Probability Density Function
PMF - Probability Mass Function




Przypominajka statystyczna -

200
190 A
§ 180 4

170 4

m Rozktad tgczny - petna informacja probabilistyczna

m Jak zrozktadu facznego p(X,0) wyznaczyC inne rozktady?

150 4

m Rozktady brzegowe (ang. marginal PDFs) e

p(X):/D p(X,0)do p<9):/1) p(X,0)dX




Przypominajka statystyczna

P(Temp $r|miesiac)




Przypominajka statystyczna

P(Temp min|miesiac)

P(Temp maks|miesiac)
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Przypominajka statystyczna

B Temp. ér. 2003
. Temp. sr. 2020

P(Temp $r 2003|miesiac)
P(Temp $r 2020|miesiac)

Styczen

Luty

Kwiecien

Maj

Czerwiec

Lipiec

Sierpien




Przypominajka statystyczna

- Temp. sr. WRO
B Temp. sr. SUW

A
e

P(Temp $r Wroctaw|miesiac)

P(Temp $ér Suwalki|miesiac)
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Prawdopodobienstwo a wiarygodnosc¢
ang. probability vs likelihood
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Rozktad prawdopodobienstwa jako
model generatywny

p(x) =7

SRS TP G X

”m»

Dane pomiarowe traktujemy, jakby pochodzity z odpowiednio przygotowanego generatora liczb losowych




Dopasowanie rozktadu do danych




Dopasowanie rozktadu do danych
Zrob to sam |

f
A

? Gdzie go umiesScisz na tle pojedynczego pomiaru?
®

Czym sie bedziesz kierowac?




Dopasowanie rozktadu do danych
Zrob to sam e S

? Gdzie go umiesScisz na tle pojedynczego pomiaru?

Czym sie bedziesz kierowac?

éML = arg mgmx f(ﬂfl; 9)

Metoda maksymalnej wiarygodnosci to heurystyka, czyli zalgorytmizowana intuicja / droga na skréty




Dopasowanie rozktadu do danych
Zrob to sam

A co zrobisz teraz?
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Dopasowanie rozktadu do danych
Zrob to sam

A co zrobisz teraz?
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Dopasowanie rozktadu do danych
Zrob to sam

m To moze lepiej tak
fA Zamiast  f(x1,22;0)

upraszczamy  f(x1]0) - f(z2|0) = p(X]|0)

zachowujemy sie wiec, tak, jakby pomiary byty niezalezne:

O——O >

Ty T & Cov(zy,22) =0

... moze sg?




Funkcja wiarygodnosci

m Dla dowolnego zbioru danych

N

L(0) = p(X|0) = | [ p(x:]6)

1=1

éML — arg méax L(Q)
Dwa problemy:

* niedomiar (ang. underflow error)

e pochodna iloczynu funkcji



Funkcja wiarygodnosci

m Zmiana skali na logarytmiczna

N N
log H @i = Z log ©;
i=1 i=1

N
log L(0) = Y log p(x]0)
1=1

Ot = arg max L(0) = arg max log L(6)




Przyktad zadania

m Dane pochodzg z rozktadu normalnego, ale nie znamy jego parametrow

N
Dane = {:c?,}
i=1

oo [4(2)] o

m Nalezy wyznaczy¢ wzor analityczny na parametry rozktadu tak, by maksymalizowac
funkcje wiarygodnosci




ESTYMACJA MIERZONEJ
WIELKOSCI

Metoda maksymalnej wiarygodnosci



Estymacja mierzonej wielkoSci

Przyktad: z=60-2z=h(0,z2)

=h'l,x) = dethé

e

SR

(h='(0,2;))| det J|

O, = Unr ({331, T2, ... 7$N})




Przyktad zadania

m Zaktocenia wymnazajg sie przez mierzong wielkos¢ i majg rozktad jednostajny na

przedziale <0,1> N
Dane = {xl} .

1 dla z €< 0,1 >
px(2) =
0 W przec. przyp.

m Nalezy wyznaczy¢ wzOr analityczny na wartoS¢ mierzonej wielkosci tak, by
maksymalizowac funkcje wiarygodnosci




Przyktad zadania

m Zaktocenia dodajg sie do mierzonej wielkosci i majg rozktad normalny o znanych
parametrach N

Dane = {Xi}i:l
0 (2) ! l(z—uz) o, = const
— 2\ <) = ex —— 2,0y = .
v tz b 0.\ 21 P o H

m Nalezy wyznaczy¢ wzOr analityczny na wartoS¢ mierzonej wielkosci tak, by
maksymalizowac funkcje wiarygodnosci




Zaczynamy rozwigzywac i okazuje sie, ze ...

a AR 1 (2 —0— 1\
[[p-(zl et ] Hox/ﬁexp[2< 0. )]

1=1 i=1 "%

Zatozmy, ze (i, = 0

N
1
log L(8) = —Nlog 0,v/2m
og L(6) 0go 202

=1

max log L(0) = m@in (—1log L(h))

N N e
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u=Il




ESTYMACJA
PARAMETRU MODELU

Metoda maksymalnej wiarygodnosci



ciSnienie

Estymacja parametrow ,ubranych” w model

i I N

Zaktadamy, ze proces dziata zgodnie z opisem gp X; 9 =N (w y)
w = p(x;0)

N
0
:il;[lpy(y sz( (x450),y ))|det.]|, J:a_yh 1




Dopasowanie modelu do danych

Metoda maksymalnej wiarygodnosSci (ang. Maximum Likelihood method)

i

Wiarygodnos¢ modelu
N

> L(0) = p(Danel6) = [ plxil9)

1=1

p(Dane|f) - funkcja wiarygodnosci (ang. likelihood)

uczenie

Onir, = arg max L(6; Dane)




Przyktad zadania

m Zakidcenia dodajg sie do wyjscia procesu liniowego i majg rozktad normalny o
znanych parametrach

N
Dane = {(Xi,yi)}izl w=2~0-x
( ) 1 [ (Z B Uz)2]
_ L(z2) = exp | — = :
y=w-+ 2 p azx/ﬂ p 202 U, 0, = const

m Nalezy wyznaczy¢ wzor analityczny na wartoS¢ parametru modelu tak, by
maksymalizowac¢ funkcje wiarygodnosci

m Jak sprawi sie naiwnie uzyta MNK a jak MMW?




Przyktad zadania

m Zakidcenia wymnazajg sie przez wyjscie procesu liniowego i majg rozktad

jednostajny na przedziale <0,1>
N
Dane = {(xiw)} w6

1=1

1 dla z €< 0,1 >
px(2) =
0 W przec. przyp.

m Nalezy wyznaczy¢ wzor analityczny na wartoS¢ parametru modelu tak, by
maksymalizowac¢ funkcje wiarygodnosci

m Jak sprawi sie naiwnie uzyta MNK a jak MMW?



UWAGI DODATKOWE




Sposoby wyrazenia modelu

W uczeniu maszynowym W modelowaniu statystycznym
g = p(x;0) y=p(x;0) +2

reszty (ang. residuals)

€i =Y —Y;




Estymacja

punktowa Estymacja przedziatowa

v

@)
v
v




Jak mysle¢ o estymacie ?

m PodejScie czestoSciowe m PodejScie bayesowskie

(ang. frequentist approach) (ang. bayesian approach)

estymuje wartos¢ wylosowang z pewnego worka
estymuje nieznang, ale ustalong wartosc

Ho
0 p(0)
0 0
0 fig
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