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Przypominajka statystyczna

m Wz6r Bayesa p(0|X) - p(X) = p(X,0) = p(X]0) - p(0)
_ p(X10) - p(0)

Jezeli kto$ zywi oczekiwania zalezne od zajécia danego zdarzenia, to prawdopodobieristwo zajécia tego zdarzenia [w stosunku] do
prawdopodobieristwa porazki ma sie jak strata poniesiona przez te osobe w przypadku porazki [w stosunku] do jej zysku w razie

zajécia zdarzenia.

p(DANE|Model) - p(Model)
p(DANE)

p(Model| DANE) =




Kiedy stosowa¢ metode Bayesa

m Czy moneta jest uczciwa?

g - prawdopodobienstwo wyrzucenia Orta

O B #Orly
Nalwny ™ 2 Orly + #Reszki

m 3rzuty X=[0 O O] = ONaiwny =1

m MMW: Jakie jest prawdopodobienstwo, ze z monety o konkretnej wartosci 6
uzyskamy pomiary X ?

L(O) = P(X|9) — Q#OHY(]_ _ 9)#Reszki




Kiedy stosowa¢ metode Bayesa

m Dlaczego ten wynik wydaje sie podejrzany? AL VN
ML — YNaiwny

m Nadmierne dopasowanie do danych (ang. overfitting) ~

m Jak uwzgledni¢ wiedze o rzeczywistych monetach?

m Przekonanie (ang. belief)

p(0)
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Jak stosowa¢ metode Bayesa

rozktad a’posteriori (ang. posterior) rozktad a’priori (ang. prior)
\ /
X10)p(6
o) = PSPy — [ pxaan= [ p(xXlowme)ao
p(X) Dy Dy
R p(0|X)
p(0) \ s i p(6) Nowe dane
X
p(X16)
> 0

arg mgxxp(@) =0y Op=arg meaxp(Q\X) 05




Estymacja

punktowa Estymacja przedziatowa

v

@)
v
v




Jak mysle¢ o estymacie ?

m PodejScie czestoSciowe m PodejScie bayesowskie

(ang. frequentist approach) (ang. bayesian approach)

estymuje wartos¢ wylosowang z pewnego worka
estymuje nieznang, ale ustalong wartosc

Ho
0 p(0)
0 0
0 fig




ESTYMACJA MIERZONEJ
WIELKOSCI







ESTYMACJA MIERZONEJ
WIELKOSCI

Metoda Bayesa



Estymacja mierzonej wielkoSci

W czym problem?
z ~py(2)

o

O he,n) p(0)

&

Dane pomiarowe > 0

Wiedza




Estymacja mierzonej wielkoSci

Rozwigzanie
p(0)
z ~ p.(2)
SN (7 B
U > 9
Wiedza
Dane pomiarowe
p(Danel) - p(0

p(f|Dane) =

pPanc) Oviap = arg mgxp(X|9)p(9)




Przyktad zadania

m Zaktocenia dodajg sie do mierzonej wielkosci i majg rozktad normalny o znanych

parametrach N
Dane = {xz} 1

2
]. ]. - oA
r=0+2 p(z)= exp [—5 (Z & ) ] /1,0, = const.
g

o\ 2T

m Dodatkowo wiemy, ze estymowana wielkoS¢ ma rozktad normalny:

1 0 — 2
pe(‘g) EXp [ ( MQ) ] Lo, 09 = const.

TV 2T o)

m Nalezy wyznaczy¢ estymator MAP mierzonej wielkoSci




Przyktad zadania

m Pokaz, ze estymator MAP jest Srednig wazong estymatora ML i wiedzy apriorycznej
wyrazonej przez wartoS¢ oczekiwang g .

m Jaki wzor opisuje wspodtczynniki wagowe? Od jakich wielkoSci zalezg wagi?
m Rozpatrz dwie skrajne sytuacje:

- pomiarow jest mato i sq niskiej jakosci (ang. unreliable data)

- dostepnych jest duzo wysokiej jakosci pomiarow, lecz niewiele wiemy o
mozliwych wartosciach 6 (ang. unreliable prior)

m Jak w obu powyzszych sytuacjach upraszcza sie estymator MAP ?



Przyktad zadania

m Sprowadzimy wiedze aprioryczng do przekonania, ze wartoS¢ @ nie powinna zbytnio
odbiegac od g .

m Opracuj wzor na estymator 0, ktory maksymalizuje funkcje wiarygodnosci z
natozong karg za odchylenie oszacowania wartosci 9 od g :

Ok = arg max { Inp(X|0) — X0 — /,59)2}, A>0

m Zbadaj podobienstwo estymatorow 0k i Oyiap -

m Co metoda Bayesa ma wspolnego z regularyzacjg?




Estymacja mierzonej wielkoSci

Zatozenia stojgce u podstaw metod

z ~py(2)

[ Org = arg mein Var|z] ]

Onir, = argmaxL(@)\ / MNE \

6 ) 1. Z; niezalezne

.y
s

/ MMW \ 2.addytywne * = h(6, z)
= O+z

2 - zaktoécenia
o 1. Zi niezalezne
h(0, z) - opis naktadania sie zaktécen

3. symetryczne wzgledem zera

(ztosliwy hohlik) 2-znane T )h(g’ 9 Elz] =0
_ . 3. znane z
p=(z) - rozktad zakiocen \_ bz ) 4. maja okreslona skale

pg(0) - rozktad mierzonej wielkosci

[éMAP = arg max L(6]|X) ] \ Var[z] < oo /

0







Podsumowanie S B vewn
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ESTYMACJA
PARAMETRU MODELU

Metoda Bayesa



Dopasowanie modelu do danych

Metoda Bayesa (ang. Bayesian method)

= Dane p(Dane|0) - funkcja wiarygodnosci (ang. likelihood)
N
_ {(xf,;, y,,,)} - p(0) - rozktad a’priori (ang. prior)
{ '}N B p(@) (ang. belief)
xifo p(f|Dane) - rozktad a’posteriori (ang. posterior)
Rozktad a’posteriori
'V'Ode' - 1 Dane|6) p(6 likelihood - pri

IG“;} > p(9|Dane) — p( | )p( ) posterior = - (.)O prior

J p(Dane) evidence

uczenie

éprior — arg m@axp(@) Op = arg mgxp(9|Dane) Oniap = arg m@axp(DaneW)p(@)



Podejscie bayesowskie

m Podejscie bayesowskie (ang. bayesian framework)

@ - wektor o nieznanych,
ale ustalonych wartosciach

Onir, = arg max p(X|0)

0 - traktujemy jak zmienng losowa,
ktorej rozktad jest
aktualizowany przez obserwacje

0p = arg mgxxp(@]X)

NN (0.4 (/)
I ¢

Onap = argmax p(X|0)p(0)




Estymacja parametrow modelu

odporne na p(M/odel|Da\Jne)
p(Dane|Model) Wyhone

losowy ustalone

/ \ delikatne w
Oobstudze
losowe ustalony

wiedza aprioryczna

owtarzalnosé

Parametry mode|y

parametry mode|y
* ustalone wartoscj *Zmienne losowe
*ale nieznane

*0 nieznanym rozktadzie

rzekonanie
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