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Wyktad 2. Analityczne metody optymalizacji c.d.


https://dlaczegologia.pl/

Typowe zadania decyzyjne

Zadanie decyzyjne bez ograniczer: 7] = R°

MOR
@(x)=0

Zadanie decyzyjne z ograniczeniami

rownosciowymi: MO
‘a 9 = {x e R 1, (x)=0,0,(x)=0,...,0,(x) =0,L < S}

»

);(1)

Zadanie decyzyjne z ograniczeniami
nierodwnosciowymi:

T ={x e R 1y, (0) < 0,y () <O,...,p7,, (x) <O




Zadanie optymalizacji
Z ograniczeniami nieroOwnosciowymi
&V 3

2.3 Metoda Kuhna-Tuckera




Zadanie optymalizacji z ograniczeniami nieréwnosciowymi

Metoda Kuhna - Tucker’a

Zadanie optymalizagcji:

x°— F(x") :mglF(x)

T ={x e Ry, (x) <0,y (x) <O0,....p,, (x) <O

@x = {x e R® y(x) < OM} gdzie: y(x)=

(2,

X W, (x)<0 @y y3(x)<0

I v, (x) | 0
V20 |, = 0 9,
_WM(X)_ ) _‘O"
& B
o= sz B = '8.2
v, (x) <0 aS ﬁ's

o < ﬂ — vs:l,...,Sas S ﬂs
Nie ma takiej
nierownosci !!!

Tak si¢ umawigmy




Zadanie optymalizacji z ograniczeniami nieréwnosciowymi

Metoda Kuhna - Tucker’a

Ograniczenia nieaktywne Ograniczenia aktywne

w(x")<0 w(x)=0

2

X

7 O



Zadanie optymalizacji z ograniczeniami nier6wnosciowymi

Metoda Kuhna - Tucker’a

Funkcja Lagrange’ a:

Lix, ) =F(x)+p'w(x) & L(x,u)=F (X)+Zumwm(X) th
u - wektor
gdzie: y=| " | wspélczynnikow
Warunki konieczne optymalnosci: ! | Lgrange’ a
| Hy
r —
1V, L(x, 1) o T 0
v, L(x, ﬂ)‘x*’ﬂ* <0,
,u* >0,, < gdy rozwiazanie jest regularne
| B
o = sz B= :8:2

a < ﬂ - Vs:l,...,Sas < ﬂs

g s _



Zadanie optymalizacji z ograniczeniami nier6wnosciowymi

Metoda Kuhna - Tucker’a

Warunki konieczne:

M
V L(x,u)=V F(x)+ Z,umvxl//m (x)=0g
m=1

W'V L) =p'w(x)=> uy,(x)=0 (*

V,L(x ﬂ)=!//(x31:<10 (*) L () + oy, (X)) +..+ 1, v, (x)=0
H ? —= VYV
#2 0, Vm y, (x)<0 Vm p, >0
vm Wy, (x) =0

V _L(x,u) e =0,
luml//m(x)x*ﬂ*:() m=12,.... M
W, ()| <0 m=12,....M
,u;ZO m=12,....M



Zadanie optymalizacji z ograniczeniami nierwnosciowymi

Metoda Kuhna - Tucker’a

Ograniczenia nieaktywne Ograniczenie aktywne

w(x’), <0 v, (x)=0

")




Zadanie optymalizacji z ograniczeniami nier6wnos$ciowymi

Metoda Kuhna - Tucker’a

L(x, 1) = F(x)+ w1y, (x)
V. Lx, 1) =V F(x)+u,V.y,(x) =0
'V L(x, 1) = p,y, (x)=0
V. Lx, )=y, (x)<0

u, =0
m- te ograniczenie nieaktywne m- te ograniczenie aktywne
=0, (x)<0 tn >0y, (x)=0
V,L(x, )=V F(x)=0; V., L(x, 1) =V F(x)+ 1,V 7, (x) =0
V,L(x, 1) =y, (x) <0 VLG5, 1) =y, (1) =0

jak bez ograniczen jak z ograniczeniami réwnos$ciowymi



Zadanie optymalizacji z ograniczeniami nier6wnos$ciowymi

Metoda Kuhna - Tucker’a

Przyktad 1
Fx)=(x" —2f +(x® -2f
v, (x)=x"-1<0
w,(x)=x% -1<0




Przyklad 1.

o Li,p ) = (x® — 2)2 + (x@ — 2)2 +pg (W = 1) + py (x@ = 1)

29

-l @

(P =1)=0 (3)
u(x@ —-1) =0 (4)
(x-1)<o0 (5)
(x®-1)<0 (6)

(7)

(8)



Przyklad 1. c.d.

o 10 =0xM-1<0?2?),u,=0x® -1<07??),
z (1) - 2(x®P-=2)=0 ->x® =2

z (2)- 2(x®-2)=0 ->x@ =2

z (5) > (2—-1)=1=0sprzcznosc z (5)

z (6) > (2—1)=1=0sprzcznosc z (6)

o 20 >00W-1=0??),u,=0x® -1<07?7?),
z (3)->uyEP-1)=0/p; > (P -1)=0->xP =1
z(1)-20-2)+puy; =0-p =2

z (2)- 2(x®-2)=0>x@ =2

z (6) > (2—1)=1=0sprzcznosc z (6)



Przyklad 1. c.d.

0 3% =0(xM-1<0??),u, >0xP -1=07??),
z (1) - 2(xW-2)=0->xM =2

z (5) > (2—-1)=1 = 0sprzcznosc z (5)

z (@) ->pu(xP-1)=0/py > (xP-1)=0-x@ =1
z (2)-2(1-2)+pu, =0-p,=2

o 4% 1y >0(xM—-1=07?2),u, >0xP -1=07??),
z (3> (P -1)=0/p; > (xP-1)=0-x® =1
z (1)-20-2)+puy; =0-p =2
z (4)->pu(x@P-1)=0/p, > (x@-1)=0-xW =1
z (2)»201-2)+pu,=0-pu,=2

Punkt x = [ﬂ spelnia rownania i jest rozwigzaniem zadania



Przyklad 1. c.d.

(2) a

i




Zadanie optymalizacji z ograniczeniami nier6wnosciowymi

Metoda Kuhna - Tucker’a

Funkcja Lagrange’ a:

Lix, ) =F(x)+p'w(x) & L(x,u)=F (X)+Zumwm(X) th
u - wektor
gdzie: y=| " | wspélczynnikow
Warunki konieczne optymalnosci: ! | Lgrange’ a
| Hy
r —
1V, L(x, 1) o T 0
v, L(x, ﬂ)‘x*’ﬂ* <0,
,u* >0,, < gdy rozwiazanie jest regularne
| B
o = sz B= :8:2

a < ﬂ - Vs:l,...,Sas < ﬂs

g s _



Zadanie optymalizacji z ograniczeniami

nieréwnos$ciowymi Metoda Kuhna - Tucker’a

Przyklad 2 - rozwigzanie nieregularne

F(x)= (x(l) — 2)2 + (x(z) )2
v, (x)=x% + (x(l) — 1)3 <0 x4
w,(x)=—x* <0

L(x,A)= (x(l) _ 2)2 N (x(z) )2 i (x(z) n ( 0 1)3 )_ ,sz(z)




Przyklad 2.

o Loon )= (x® =2)"+ (x@ = 2)" 4y (x@ + (x® = 1)) = e @

B Z(x(l) — 2) + 3“1(95(1) — 1) 0 (1)
o VeL(x,pn ) = [ Z(X(z) _ 2) + oy — [ ] (2)

@ 4+ (x® - 1)) = 0
o WPLLGG R )~ | (<@ + (= ) ) (3)
: @) (4)
—Hx* =0
@ 4 (x®-1)" <0 5
o VulCop ) =" (x ) < 8
I (7)
= w0 (8)




Przyklad 2.

so Powyzszy uklad rownan i nieréwnosci nalezy
rozwiazywac jak poprzednio przyjmujac odpowiednie
1y oraz u,. Dla wszystkich przypadkéw otrzymamy
sprzecznosc.

so Pokazmy ze rozwigzanie x = [(1)] widoczne na ilustracji

graficznej nie spelnia uktadu réwnan i nierownosci



Przyklad 2.

so Dlax = [é] otrzymujemy
22 VXL(x)M ) — [

w0+ -13)=0

Ty, L(x, ~
= U u(xH) —1,0=0

0+(1-1)3<0

Hy =0
Hz 20

o U=

Rozwigzanie nieregularne

(7)
(8)

2(1—=2) +3u,(1 —1)% = =2 # 0 sprzeczno¢
20—2)+p; —py =0

(3)
(4)

(5)
(6)

|

(1)
(2)



Zadanie optymalizacji z ograniczeniami nier6wnoS$ciowymi

Metoda Kuhna - Tucker’a

(2) o

dl X =X,+7-d
d, - N
d = - kierunek w % X
. d

d d xO

LS >

L0
Zbioér kierunkéw dopuszczalnych Zbiér ograniczenr aktywnych

D(x):{de@S :37>0 x+rde@} I(x)={me{l,2,....M}:y,(x)=0}

xPa x(’)’ xPa Vs (x)
I(x)=C

1(x,) =12, 3}
1(x;) =11




Zadanie optymalizacji z ograniczeniami nier6wnos$ciowymi

Metoda Kuhna - Tucker’a

Jaki warunek musi spetniac¢ kierunek dopuszczalny na ograniczeniu aktywnym?

Vm e [(x) xPa
g.: ¥, (x)=0
X'=x+wde, t>0 (x)<0

v, (x)<0

v, () =y, (x+wd) =y, () + 'V, (x)+ O, ()< 0
d'V y (x)<0 >0

d Tvam (x) £0 - warunek analityczny



Zadanie optymalizacji z ograniczeniami

nierownosciowymi Metoda Kuhna - Tucker’a

Przykiad 1

wl(x):x(l) -1<0

p(x)=x* -1<

1
W punkcie x = {

L
~
7~ N\
~

V. (x)= H V.,(x
A’V (x)=[d, d,

dTVxW2 (x) = [dl dz:

{
b
-

X4

=1-d,+0-d, <0 = d, <0

0-d +1-d, <0 = d,<0



Zadanie optymalizacji z ograniczeniami

nierownosciowymi Metoda Kuhna - Tucker’a

Uwaga: Nie kazdy kierunek, ktéry spelnia warunek d'V w (x)<0 jest kierunkiem
dopuszczalnym. @J(x)# D(x) Moze to prowadzi¢ do rozwigzania nieregularnego

@(x)z{de@s Ve l(x), dTVme(x)SO} D(x)={de@?s dr x+rde@}
F(x)= (x(l) — 2)2 + (x(z) )2

v, (x)=x% + (x(l) — 1)3 <0 y,(x)=-x?<0
. ) o
W punkcie x = {0}_ ](x = {OD = {1, 2}
w0 L [
71 } i Wy 1

1 | x=[1

0

dTvxl/jl (x) = [d1 dz: |

0
}:O-dlﬂ-dzso = d, <(

d, =0

d'V y,(x)=[d, d,]
2() [1 2] d, —dowolne

0
}:o-dl—ydzso = d,20



Zadanie optymalizacji z ograniczeniami nieré6wnosciowymi

Metoda Kuhna - Tucker’a

F(x) = F(x0+rd) = F(xo )+ T (VXF(x))Td + O, mrd”)

Jezeli kierunek d taki ze: (V_F(x))'d <0 to F(x)<F(x,)
czyli funkcja maleje w kierunku d
Podzielmy zbior kierunkow  @(x)={d € R° :V, e I(x), d"V v, (x) <0} na:
G(x)={de R :V, eI(x), d'V v, (x)<O}A (V. F(x)] d=0

tj.: funkcja nie maleje we wskazanych kierunkach oraz

T(x)={d e R :V, el(x), d"V y,(x) <O} (V, F(x)) d <0

tj.: funkcja maleje we wskazanych kierunkach oraz

24



Zadanie optymalizacji z ograniczeniami nier6wnosciowymi

Metoda Kuhna - Tucker’a

Funkcja Lagrange” a: y
L(x, 1) = F(x)+ 1"y (x) = L(x, 1) = F(x)+ > g7, (x)
m=1

Twierdzenie Kuhna - Tuckera - warunki konieczne optymalnosci:

Jezeli x” jest minimum lokalnym zadania z ograniczeniami nieréwnosciowymi,
funkcje £, VY, ¥,,....%Y, s ciggle oraz funkcja F’ jest r6zniczkowalna to
istnieje zestaw wspolczynnikow Lagrange’a y takich ze wraz z xX™ spetnia

V., L(x, i)




Zadanie optymalizacji z ograniczeniami nieréwnos$ciowymi

Metoda Kuhna - Tucker’'a Warunki regularnosci rozwigzania

1. Karlina: ograniczenia y/, (x), W, (x), Wy (x) - liniowe

2. Slatera: ograniczenia V¥, (x), v, (x), s Wy (x) - wypukle oraz zbiér rozwigzan
dopuszczalnych ma niepuste wnetrze

3.Fiacco - Mac Cormica: w punkcie optymalnym gradienty wszystkich ograniczen
aktywnych sa liniowo niezalezne, czyli:
Vmel (x*3 Vi, Cc*] sa liniowo niezalezne

4. Zangwila: (x")= D(x")

5. Kuhna - Tucker’a: dla kazdego kierunku d € @(x") istnieje krzywa regularna
rozpoczynajaca sie w punkcie x* istyczna do tego kierunku

X=X

Vde7(x') 3e(9) gefo1]  [al®) 1 Rozwigzanie
° e(O) — x" e, (9) nieregularne
e(3)=| 2,
o ¢(9)eD, VIelo,1] ;
9
° de(g)‘Q:o =7-d _85( )_

d9



Zadanie optymalizacji z ograniczeniami

nierownosciowymi Metoda Kuhna - Tucker’a

v, (X) = X(z) + (X(l) — 1)3 <0 v, (X) = _x(z) <0 F(x) — (x(l) _ 2)2 + (x(2) )2

W punkcie  x = Lﬂ ][x = LI)D ={1, 2}

Ograniczenie 1 i 2 sg aktywne

] ol

1
0

x4

Gradienty ograniczen sa liniowo zalezne

W punkcie x = [1 warunek Fiacco — Mac Cormica
01 nie jes spetniony

Rozwigzanie
nieregularne




Zadanie optymalizacji z ograniczeniami

nierownosciowymi Metoda Kuhna - Tucker’a

Warunki konieczna i wystarczajace:

Jezeli funkcje F (x), v, (x), v, (x), e Wy (x) sa ciggle i rézniczkowalne oraz
funkcja F (x) jest funkcja pseudo - wypukla, a ograniczenia ¥, (x), v, (x), vy Wiy (x)
sa funkcjami quasi - wypuktymi to uktad réwnan i nieréwnosci:

V _L(x,u) T 0
w'V L(x, 1)
V L(x, ,u)‘x*’ﬂ* <0,

/U* 20,

X U

ma jedno rozwigzanie i jest ono rozwigzaniem zadania optymalizacji z
ograniczeniami nierOwnosciowymi



Zadanie optymalizacji z ograniczeniami

nier6wnoSciowymi - Punkt siodtowy

Punkt siodlowy (7, y")

A Fx,y)

/ (x"",y*) \ '

F(x*,y*) < F(x,y*) Vx€R®
Ax*p) <F(x*,y*) VyeR:

F(x*,y*) = xrerg&)ggy(x,y)

29



Zadanie optymalizacji z ograniczeniami

nier6wnoSciowymi - Punkt siodtowy

Punkt siodtowy (x*, ,u*)

L(x, )

/(x*;ﬂ*) \ -

L(x*,,u*)ﬁ L(x,,u*) Vx e D(x)c R°
L(x*,,u)SL(x*,,u*) Yu>0,,
L(x*,y*)z min max L(x, 1)

xePD(x) u=0,,

30



Zadanie optymalizacji z ograniczeniami

nier6wnoSciowymi - Punkt siodtowy

Punkt (x*, ,u*) jest punktem siodtowym (xe D(x), u=20,) <

1. x" —minimalizuje L(x, z)
2. y,[x')<0 m=12,.,M
3. ,u*l//m(x*):O m=12,....M

Jezeli (x*, y*) jest punktem siodtowym funkcji Lagrange’a L(x,u) to jest
rozwigzaniem zadania optymalizacji:

x° = F(x7) nglF(x)

D ={xe Ry, (x)<0,,(x)<0,...,p,, (x) <O

31



Szczegblny przypadek

x' > F(x)= mglF(x)

9 :{xe@i‘9 :xZOS,w(x)SOM}
L(x, 1) =F(x)+ u"y(x)
VxL(x,,u)(x*’ﬂ* >0, VﬂL(x,,u)(x*,ﬂ* <0,

xTVxL(x, ,u)( = 0 IuTVﬂL(x, ,u)(x*’ﬂ* =0

x" 20 W =0,

32



@C:{xe@%S:XZOS,w(x)SOM}
L(x, 1) = F(x)+u"y(x)
x = X € 2:y(x) < 0y, —x < O}

L(x.8,1') = FQo)+p"y(x) —p''x

Warunki Kuhna-Tuckera



L(x,p,p') = F)+p y(x) — p'x

M
VLG, 1) = GFO+ ) Vv — 1 =0
m=1

W7uLCxp, ) = py() =0
WL, ') = pTx =0
VuL(x, b p') = y() < Oy

ViwL(x, pp') = —x < 0

u= 0y p' =0



Szczegblny przypadek

x' > F(x)= mglF(x)

9 :{xe@i‘9 :xZOS,w(x)SOM}
L(x, 1) =F(x)+ u"y(x)
VxL(x,,u)(x*’ﬂ* >0, VﬂL(x,,u)(x*,ﬂ* <0,

xTVxL(x, ,u)( = 0 IuTVﬂL(x, ,u)(x*’ﬂ* =0

x" 20 W =0,

35



Szczegblny przypadek

x' > F(x)= mglF(x)

P ={x e R :p(x)=0,,y(x)<0,, |

L(x, A, p1)= Fx)+ A o(x)+ p"yr(x)

\% L(x,/l,,u)(x*,ﬂ = 0

V(e A ) =0,
WV LA ) =0

VL0 A ) <O,

36



s
9 :{xe@s :¢(X)ZOL9 W(X)SOM}
L(x, 2, 1) = F(x)+ 2 plx)+ "y (x)
ex) =0, =@(x) =0,Nn—@x) <0,

Ty ={x € i) <0,n—p) <0,y(x) < 0y}

L, N, A 1) = FO)+AT @)1 @ (x)+uTy(x)

Warunki Kuhna-Tuckera



L(x, AN, 1) = F)+AT @)X @ (x)+uTy(x)

V.L(x,\,A',n) =

L L M
= VxF(x)'l'E}\le(Pl (x) _Ekllvx@l(x) + 2 M Ve wm(x) = Og
=1 =1 m=1

MU Lo,MLN, ) =2 e(x) =0
N7 LOG AN, ) = =N o(x) =0
W RLCOAN, W) = My = 0

VaL(x, LA, 1) = @(x) <0

Vi LOo AN p) = —@(x) < 0

VuL QoA ), 1) = y(x) < Oy
A=0,N =>0,u=0y



Szczegblny przypadek

x' > F(x)= mglF(x)

P ={x e R :p(x)=0,,y(x)<0,, |

L(x, A, p1)= Fx)+ A o(x)+ p"yr(x)

\% L(x,/l,,u)(x*,ﬂ = 0

V(e A ) =0,
WV LA ) =0

VL0 A ) <O,

39



Metody analityczne

Problemy

Moga pojawic sie problemy analityczne:

F,p,y - zlozone funkcje nieliniowe

dim(x) -duzy wymiar

F,p,v - funkge nier6zniczkowalne

F - analityczna postac funkcji nie jest znana, a istnieje
mozliwos$¢ pomiaru wartosci funkcji w punkcie X

Powyzsze przestanki sklaniaja do poszukiwania metod numerycznych



Dziekuje za uwage
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