Optymalizacja systeméw

Wyktad 9. Programowanie liniowe



Zadanie programowania liniowego

Zaklad moze wytwarza¢ dwa produkty: P, i P,. Ich produkcja jest limitowana
dostepnymi zasobami trzech srodkow: Sy, S,, S3. Zasoby tych srodkéw wynosza
odpowiednio, 14, 8 i 16 jednostek. Naktad srodka S; na wytworzenie produktu P,
wynosi 2 jednostki, a na wytworzenie produktu P, - rowniez 2 jednostki. Naklady
srodka S, wynosza odpowiednio, 11 2 jednostki, natomiast srodka S3 - 4 i 0 jednostek.
Zysk osiggany z wytworzenia jednostki produktu P; wynosi 2 jednostki, a z
wytworzenia jednostki produktu P, - 3 jednostki. Nalezy zaplanowac¢ produkcje tak
aby maksymalizowac¢ zysk.

Zmienne decyzyjne:
X1, X - planowana wielko§¢ produkcji wyrobu odpowiednio, Py, P;.

Funkcja celu:
F(xq,x5) = 2x1 + 3x,
Ograniczenia:
2x1 + 2x, < 14
x1+2x, <8
4x; + 0x, < 16
x1=0,x,=20



Zadanie programowania liniowego

Funkcja celu:
A F(xq,x,) = 2x1 + 3x,

Ograniczenia:

2x1 + ZxZ?Q 2%, + 2x, < 14
e x1+2x, <8

4x; + 0x, < 16

2x1 + 3x; = 1274
GOSN x120,x220
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—> 2x1 +3x, =14

le :F‘S?CZ =0



Zadanie programowania liniowego

Zadanie jak poprzednio, z tym ze Iaczna produkcja nie moze by¢ mniejsza niz 8
A
Funkcja celu:
F(xq,x5) = 2x1 + 3x,
Ograniczenia:

2x1 + 2x, SQ
Ve

4x; < 16 2x1 + 2x, < 14

le —+ 3x2 /,I 14\‘\ . X1 + 2x2 < 8
\\\ N 4‘x1 + Oxz < 16
7&\ x1 + xz 2 8

X +2x,'<8 X120, 20

> . L
Xp+ X228 Zbiér rozwigzan

S dopuszczalnych
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Zadanie programowania liniowego

Zadanie jak na wstepie, z tym ze zysk jednostkowy dla produktu P, wynosi 4

Funkgcja celu:
F(xqy,x,) = 2x1 + 4x,
Ograniczenia:

2x1 + 2x, < 14
X1 +2x, <8
4x; + 0x, < 16
x1=20,x20




Zadanie programowania liniowego

Rozwazmy problem planowania produkcji, w ktérym wystepuje jedynie
ograniczenie dotyczace Srodka S; (jego zuzycie nie moze przekraczac 16 jednostek)
oraz sformutowano dolne ograniczenie na Iaczng wielkos¢ produkgji, ktéra nie
moze by¢ mniejsza od 3 jednostek. Zysk z poszczegolnych produktéw jak
poprzednio.
Funkcja celu:

F(xq,x5) = 2x1 + 3x,

4x; < 16 Ograniczenia:
4‘x1 + OXZ <16

X1+XZZ3

x120,x220

] 2x7+ 3x, =16 Rozwigzanie nieograniczone
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Zadanie programowania liniowego

x* > F(x*) = 9I}é%)ﬂ F(x)

D, ={x€R%0,(x)=01=1,2,..,.Lp, (x) <0,m=1,2, .., M}

S
F(.X') = CTx — Z CS.X'(S)
s=1
S
@, (x) =a/x—b; = z xS —b =0 1=1,2,..,L
s=1

S
Y (x) = agpx — by, <0 = zamsx(s) - b, <0 m=12, ..M
s=1

x>0 s=1,2,...S



Interpretacja graticzna
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1. Rozwiazanie lezy w

wierzchotku



Interpretacja graticzna

@

2. Rozwiazanie lezy na odcinku



Interpretacja graticzna

3. Rozwigzanie nieograniczone




Przykiad

F(x) = —2x@W + x3 « min
D, = {x € R%, —xW —x@ +1<0,2x® +3x@ -6 < 0,xD,x? > 0}

@

=[] —areo=[?)

Le)




Posta¢ kanoniczna

F(x) =clx

A. DX = {X (S RS,AX—b — OL,x = 05}

lub

B:D,={x€R>Ax—b < 0;,x = 04}

C1 by piesl ayj; - Qgs
C:[ , b: , X = , ASXL=|:E ]

Cs by x| Ay =+ dis




Posta¢ kanoniczna

B-A
1° aflx—b, <0 wprowadzamy sztuczng zmienng
Xs+1 = 0

T _
a;x +xs41—b; =0
czyli

arq [ x(l) | C1
i = H =| x| € H
1 | (S+1) | 0

Fix)=¢"x

a'x—b, =0



Posta¢ kanoniczna

A- B

—

ajx—b; <0
2° ajx—b,=0=
—alx+b, <0

—

3° x® -niejest ograniczone
x ) = ) _ ()"

144
x>0, x>0
[ x (D] [ C1 ] A1 ]
xS—1 Cs—1 Als-1
_ x(s)’ _ CS _ alS
X = MO K C=1—cs |’ A = | —ay
xs+1 Cs+1 Als+1
i xs ] | Cs | Qs




Posta¢ kanoniczna

F(x) = =2xW + x@, 5 F(x) = —2x®W + x@ 4+ 0x+0x®
x@M >0,x3 >0,
—xW —x@D 31 1<0 5> —x® —x@ 4 xO +1=0 x® >0

260 4+ 3x@ —6 <05 226D 4+ 3x@ +x®H—_6=0 x®>0

-1 -1 1 0 _[-1
A= 2 3 0 1/’ b_[6]'

_x(l)_ __2_
(2)
X 1
X = , Cc =
NE) 0
@] |0



Rozwigzanie

F(x) =cTx

Dy ={x ERS: Ax—b=0,, x=0}
LGx,A) =cTx+AT(Ax —b) —u'x
V.L(x,A)) =c+ATA —u = 04

V,L(x,2) = Ax —b = 0, I
w'vL=pu"x=0

u = 0g

XZOS



Rozwigzanie

Rozwigzanie dopuszczalne x € D,

Ax =b Rz(A) =L S=>L
Rozwigzanie Bazowe

xE =B71p B - macierz L kolumn z macierzy A

maksymalna liczba ?

S!
LI(S—L)!

Rozwigzanie Bazowe Dopuszczalne x? > 0,

Niezdegenerowane Rozwigzanie Bazowe Dopuszczalne x% > 0,



.l

Metoda simplex

Wyznaczenie rozwigzania poczatkowego
Kryterium zbieznosci - zatrzymanie procedury
Przechodzenie z jednej bazy do drugiej

Postepowanie przy rozwigzaniach zdegenerowanych



Metoda simplex

Czy mozemy poprawi¢ wartos¢ kryterium?

Ax =b xp =B 'b -rozwigzanie bazowe
xg = B71Ax
Ax — b —_ OL /B_1
B_le — B_lb —_ OL
_ T (p- -
clx=clx—c B(B 1Ax — B™1b)

= (cT—cTgB YA)x — cTzB™ b



Algorytm simplex

SElpg

Cq Ck Cg
gmienn | cp hy hq hy hg hso | hgx 20
bazowe hsk
Xj1 Ci1 hig hi1 Rk his
’:\
X | i ho hi1 (hlk) ’ hys
)
XL GL hyo hy1 hyg hys
_ h " his " hikhs
Zr = CsMsk ls i’ is is h
Ik lk




Algorytm simplex

1. Wyznaczamy poczatkowa baze dopuszczalng
2. Badamy czy ¢ — cgB™1A = 0. Jezeli tak to xp - rozwigzanie

problem x = [xp 0]

3. Wstawiamy do bazy k - takie, ze ¢y — z;, = 1r£15i£15(cs — Z)
4. Badamy, czy hy < 0, jesli tak - funkcja nieograniczona
5. Wyrzucamy z bazy [ - takie, ze

th hsO
My Bl R > 0)

6. Ip=Ip\{l} Uik}
Ip={€{12,..,5} x ) jest elementem bazy }
7. Jezeli wskaznik optymalnosci zmiennej nie bazowej jest rtowny 0 to istnieje

kolejne rozwiazanie (rozwigzania alternatywne)



Algorytm simplex

€1 Ck Cs
eZmienn Cp ho hl hk h’S @ hSk > ()
bazowe h'Sk
Xj1 Cj1 hig hiq hig his
o . s
Xjp Cjt hyg hiy Olzb : hys f?s,l?s{ﬂ_’ hg > 0}
. N~ S
XL GiL hyo hpq hyg hys
(1 — 241 Cp — Zg Cs — Zg
T .
min (¢c. — z
1ssss( s = Zs)
h hi;.h
Zk = z Cshsk h;s h_lS’ h:s =his_ l;: s S = 1,2, ,S i:(),l, ,S
s€lp Lk Ltk s € Ig\{l}



Przyktad

F(x) = =2x® —3x@ + 0x® + 0x® + 0x®

26D 4+ 2x@ — 14 <0 - 26D 4+ 2x@ 4 x® =14
xW +2x@ -8 <0 xW + 2x@ +x® =8
4D —16<0 4x D +x® =16
e
Me)
FxX)=[-2 =3 0 0 0]|,®
@
| x (3
e
2 2 1 0 01|x® 14
1 2 0 1 ofl|lx®]|=]|8
4 0 0 0 1U,® 16
nol




Przykiad

mwe | 8| ho | R hy | hs TRy | ks lho
h,

X3 0 | 14 2 2 1 0 0 |14
2

X4 0 8 1 2 0 1 o 8
2

Xs 0 | 16 4 0 -

0 2 |3 0

IB == {3,4, 5}



Przykiad

) -3 0 0 0
amienne | ¢cp | hy hy h, h3 hy hs ho
hy
X3 0 6 1 0 1 -1 0 6
1
X -3 4 1 1 0 1 0 4
2 2 1
2
X 0 16 4 0 0 0 1 16
4
1 0 0 3 0
2 2




Przyklad

Xp -2 -3 0 0 0
taove | 8 | ho | B (R | By The | B
X3 0 2 0 0 1 -1 1
4
X5 -3 2 0 1 0 1 1
2 | 8
X1 -2 4 1 0 0 0 1
4
0 0 0 3 1
2 8
>0

Rozwigzanie 4 2 2 0 0]




Wyznaczanie bazy poczatkowej

zadanie pomocnicze

Ax =b
x = Og
Zmodyftikuj zbior
Ax+Ix,=b x=20,x,=0

Zadanie pomocnicze

min 17 x,
Xa



Metoda 2. fazowa

F(x) =clx+M1Tx,
Przy ograniczeniach

Ax+1X,=b,x=20,x4 =0



Dziekuje za uwage




Programowanie
kwadratowe

O OB




Programowanie liniowe

Postaé¢ kanoniczna

F(x) =clx

A. DX = {X (S RS,AX—b — OL,x = 05}

lub

B:D,={x€R>Ax—b < 0;,x = 04}

C1 by piesl ayj; - Qgs
C:[ , b: , X = ASXL=[: ]

Cs by x| ar1 ars




Programowanie kwadratowe

F(x) =x"Dy + c'x

D,=1{x € R°,Ax = b,x = 0}



Szczegoblny przypadek

X" — F(x") = mig? F(X)

@:{XE@S :XZOS,W(X)SOM}

L(x, )= F(x)+ 4 y(x)

v, L(x, ,u)( 20 VﬂL(X,y)(X* :

X'V L(x, y)(x* =0 H'V L(x, y)(x* =0

Y7

X" >0, u =0,

33



Szczegoblny przypadek

X" — F(x") = rxrllgrg F(X)
g ={x6@€s p(x)=0,, w(x)SOM}

L(%, 2, 12)= F(x)+ A oo(x)+ "y (x)



Zadanie programowania

kwadratowego

F(x) =x"Dy + cTx

D, ={x € RS,Ax = b,x = 0} -

v="V.L(x,A) =0
J xTVL(x,A) =0
L(x,2) =x"D, + CTx + AT (Ax — b) ViL(x,A) =0

v=V,L(x,1) =c+2D, —ATA>0 L x=0,v=0,
xTVxL(x, 1) =x" (c+2D,—ATA) =0
VAL(X, /1) = Ax — b =0

x =0

[ c+2D, — ATA—v=0

xTv=0




Zadanie programowania

kwadratowego
Ax =b
2D, — ATA —v= —c
xT v=0,
x=>0Vv=>0

[20 —AT 1]“ [ ]

x>0v=>0xTv=0

A — nieokreslonego znaku



Zadanie programowania

kwadratowego

Bxy = b - rozwigzanie bazowe
Ax =D

2Dx + ATA -V +Eu = —c u — sztuczna zmienna
u=0

Dy - macierz, ktorej kolumny macierzy D odpowiadajg kolumnom macierzy Aw B
dgj - | - ty wiersz macierzy Dg
E — diagonalna o elementach +1

+1  —¢j—2dpx =0

Aj =-

—1 _Cj_ZdBij <0

uj = |—¢ — 2dgjxp|,j =1,2,..,5,2=0,v=0



Zadanie programowania

kwadratowego

Przyjmujac u; = |—¢; — 2dp;xg|,j = 1,2, ...,5,2 = 0,v= 0 otrzymujemy jednoz

rozwigzan, ktdore mozemy zapisac:

5 YJF=[2) 5 5 -1

Teraz sztuczne zmienne nalezy usungc¢
Stosujemy zadanie programowania liniowego

Fw) =1Tu
Przy ograniczeniach

e

4 0 0 ¢ oj,,zlb]

2D —A" A" -1 El|, —c
L U

x=>0v=>0,xTv=0,1>01">0,

Zadanie programowania liniowego



Programowanie
ilorazowe

O OB




Zadanie programowania

ilorazowego

X" > F(x") = mi@? F(X)

9 ={x6@83 p(x)=0,, W(X)SOM}

a' x+b

o d acR beR ceR . deR
C X+

Funkgja celu: F (X) —
Ograniczenia: B pl(1) 7 [ v r(nl) ]

(2) (2)
o (X) = plTX_a| =0, D = pl. Wm(X)Zq;X—IBm <0, g = qm
|1=12,...,L ; m=12,...,M '

(s)
|G

(S)
P,

40



Zadanie programowania

ilorazowego - posta¢ kanoniczna

X" — F(X") =min F(x)

XeY,
;
F(X):aTX+b acR , beR ceR°,deR
C X+d
cl'x+d=+0

DX = {x - RS,Ax—e < OL,X = 05}

Metoda Charnesa, Coopera



Zadanie programowania

ilorazowego
1. Zatozmy ze: c'x+d>0
1
Oznaczmy przez Z=———orazy = zx
Wowczas zadanie optymalizacji sprowadza sie do: ATyt b
Minimalizowa¢ aly+bz +—— F(X)= Tt d
Przy ograniczeniach: Ay —ez <0 Ax —e <0,
cly+dz=1
y=0
z=0

Zadanie sprowadzono do zadania programowania
liniowego



Zadanie programowania

ilorazowego
2. Zatozmy ze: c'x+d<0
1
Oznaczmy przez = —z=———orazy = zx
Wowczas zadanie optymalizacji sprowadza sie do: ATyt b
Minimalizowa¢ —aly — bz —— F(X)= Y1 d
Przy ograniczeniach: Ay —ez <0 Ax —e <0,

—cTx—dz=1
y=0
z=>0

Zadanie sprowadzono do zadania programowania
liniowego



Zadanie programowania

ilorazowego - przykiad

Funkcja celu: F(xy,x;) = :Zx_ll_ -3|_x):2++42
Ograniczenia: —¥1 +%2 =4 1 .
2x1 +x, < 14
x, < 6 (2,6) (46)

X1 =0 ) =0
Dla punktow ze zbioru

dopuszczalnego
X1 + 3x2 +4>0

np. dla punktu (0,0) mamy

0,4) [

/
4
Y 4

0+3:-0+4=4>0

4 4
’ , , ’
K , , R
(0,0)




Zadanie programowania

ilorazowego - przykliad

: 1
Niech: Z=x1+3x2+4' Y1 = ZXq, Vo = ZX
—2 2 —
F(xl,xz) = 1 T L T _— F(ylyerZ) — _Zy]_ + yz + 27
x1+3x2+4
—x1+x,<4/z — Y1 tY2—4z=0
2x1 +x, < 14/-2 — 2y ty,—14z<0
X, <6 /2 —_— y2—6z=<0
1 . 3 4z =1
= : +3x, + 4 Y1+ 3y, T4z
z X1+3x2+4 / (xl X2 )
x120 XZZO — Y120 y220 z=>0

Z rozwigzania zadania — y, =7/11, y, =0, z=1/11
programowania liniowego

=&=7’ x2=&=0

Po podstawieniu mamy — X1 S S



Dziekuje za uwage

so https:/ /byes.pl/wyklady-prof-swiatka/

46


https://byes.pl/wyklady-prof-swiatka/

